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Where all this is heading
Path-integral approach is based on ordinary complex functions and not operators.

Basic tools are

* Equations from classical mechanics, especially involving the Lagrangian and
sometimes the Hamiltonian

* Methods of differential equations, especially
* Linear, second-order with small higher-order terms
* Perturbative expansions for the higher-order terms
* Green’s functions for a delta-function source
* Correlation functions as derived from functional dependence on general source terms

 What we won’t need (except for initial setup of the path-integral formalism)
* Operator theory
e Commutation relations
* Eigenvectors and eigenvalues

e Really???

* Nahhhh .... But for many of the interesting results of field theory, this ‘traditional’ quantum mechanics
stuff takes a back seat



Green’s functions are useful for solving Euler-Lagrange equations
(non-rigorous, non-engineering)
. _ 0%¢ 3%
Notation: [ J¢ = —= — -5
Simple equation: [ | =]

Formal solution: @ = []7Y); [ ] 'iscalled a Green’s function. Often, J is a delta-function.

Perturbation theory (preliminary to Feynman diagrams)

Add a small term to the simple equation. [ J@(4,t,x) — Ap?(A,t,x) = J(t, x). The solution depends on the small parameter A.
Expand the solution in powersof . @ = @(4,t,x) = @(t,x) + Ao, (t,x) + 12, (t,x) + -
The general solutionis (A, t,x) = [ |71[J(t,x) + Ap?(A, t,x)]

o(t,x) = g0|,1 o = ©(0,t,x) ;solutionis g, = [ |71

(pl(t X) - |Z 0 — % _1[I(t; .X') + A(pZ(A, L, x)]|l=0 — % _1[A§02(Ar L, x)]lﬂ.=0 — D—1[¢2(0’ ¢, X)] =

L1~ [(QDO)Z(t x)]

So o, (t,x) = 17 I"YLI7Y]

2y = Z; im0 = 53 (07U (%) + 492, t,0)] 1320 = [J7 [ 490 (t, X)¢1 (£, %)]
So p,=2 [ 17"V L™YO™YID



Whatis [ |71? It’s easiest to introduce this for a 1D problem.

(Following Kachelriess with m=1)

. _ d?x 2
Notation: Dx = — + w*“x
dt

Simple equation: Dx = |
Formal solution: x = D™1J; D7 'iscalled a Green’s function and written as G. Often, J is a delta-function.
What does x = D~ mean? x(t) = [dt'D71(¢t,t")J(t") It's like matrix multiplication.

do e—i2-t"

2T w?2—-0N2?

Kachelriess derives D1 (equation 1.34) (I use D~ instead of G). D~ '(t,t") = [
First verify this is right. We want to show that DD =].

o—in(t-t’ w 2)p—i2(t-t")
D (DY) = (—+ W )fdt’fczli ](t )= [dt’ f‘m( ~2%) Jt) = [dt's — )] (&) = J(©)

dt? w?—0? w?2-0N?

2 / . !
using%e“g(t_t ) = —2e=i(t=t') 3pg f;l—ﬁe“ﬂ(t_t ) = §(t—t")

do e—i2@-t")
2w w?-0N2

Unfortunately, D 1(t,t") = is NOT well-defined! The integrand diverges at 2 = tw.

Resolve this bY adding t+ie to the denommator integrating with Cauchy’s residue theorem and taking ¢ to 0. Still
satisfies DD = J but you get different D! (negative leads to the retarded Green’s function) depending on the sign
of +ie and thus different solutions. Impose causality to pick the right sign (retarded).



Problem 1.8a

—iwt

1. . :
Show IJ(t) = — Py hrglJr fj;o dw ZHS where 9(t) =0ift<0and J9(t) =1ift>0
E—
. ] e lwt ei|t|R(0059+isin0) eilthcosQe—ltIR sin@
Calculus of residues: t <0, choose upper contour. goes to 0 as R — 00

0 R(cosO + isinf) N R(cosO + isinB)

The integral on the entire semicircle (R = o) =integral on real line = 9(t).

But there is no pole within the semicircle so total integral = 0.

When t > 0, choose the lower contour and as before,

the integral on the curve is 0. However, there is a pole X
in the semicircle. The residue at w = —icis e ¢t
Cauchy’s theorem says the integral’s value is —
SO X
-1 ., N
9(t) = — lim (—2mi) e %=1

2T g0+



Takeaways

* Perturbation theory has lots of terms with [ ]71. Turns out you can draw diagrams where J is a vertex
and [ |"1is aline. (Like Feynman diagrams)

 Each [ |71 involves an integral with a quadratic term in the denominator. (Like Feynman propagator)

* You need to pick which [ |71 you want. Requires adding +is to the denominator. Causality implies
+ L&.



Relativity

x* = (t,x,y,2)
x, = (t,—x,—y,—z)

Frame transformations for motion in the x-direction are
1

1-v?2

x'(x,y,z,t) = y(v)(x + vt) ... wherey(v) =
t'(x,y,z,t) = y(v)(t + vx)

y'(xyzt)=y

Z'(x,y,z,t) =z

=3 : . . . .
xHx, = ZZ=O x#x, is frame-invariant. Similarly with other 4-vectors.

This can be generalized to multi-index objects.

Our senses are frame-invariant so ultimately the things we measure must be frame-invariant. Such variables
are called scalars. x“xu is a scalar.



